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ABSTRACT: The experimental measurement of plasma protein binding is a useful in vitro Absorption Distribution Metabolism and
Excretion(ADME) assay currently conducted in both screening and definitive early development candidate modes. The fraction unbound is
utilized to calculate important pharmacokinetic (PK) parameters such as unbound clearance and unbound volume of distribution in animals
that can be used to make human PK and dose predictions and estimate clinically relevant drug–drug interaction potential. Although these
types of assays have been executed for decades, a rigorous statistical analysis of sources of variability has not been conducted because of
the tedious nature of the manual experiment. Automated conduct of the incubations using a 96-well equilibrium dialysis device as well as
high-throughput liquid chromatography–mass spectrometry quantitation has now made this level of rigor accessible and useful. Sources
of variability were assessed including well position, day-to-day, and site-to-site reproducibility. Optimal pH conditions were determined
using a design of experiments method interrogating buffer strength, CO2% and device preparation conditions. Variability was minimized
by implementing an in-well control that is concurrently analyzed with new chemical entity analytes. Data acceptance criteria have been
set for both the in-well control and the range of analyte variability, with a sliding scale tied to analyte-binding characteristics. C© 2014 Wiley
Periodicals, Inc. and the American Pharmacists Association J Pharm Sci 103:3302–3309, 2014
Keywords: robotics; mass spectrometry; HPLC; protein binding; preclinical pharmacokinetics; equilibrium dialysis

INTRODUCTION

Beginning in 2007, standardized workflows and procedures
have been adopted across all Merck bioanalytical laboratories;
site-specific protocols have been replaced with a single analyti-
cal procedure for each assay. This new model has increased effi-
ciency, and more importantly, flexibility by allowing work to be
shared across all of the laboratories in the network regardless
of the origination of the request. Standardized workflows pro-
vide the framework for an efficient and lean operational model,
where work can be easily shifted from laboratory to laboratory.
Highly detailed protocols with clearly defined assay parameters
are needed. In a discovery environment, a fit-for-purpose strat-
egy often determines experimental design and analytical accep-
tance criteria.1 Many factors are taken into account, including
sample throughput, resource allocation, and most importantly,
how the data are used. Acceptance criteria provide a measure
of acceptable analytical error, generally determined by the level
of precision and accuracy of calibration standards and/or qual-
ity control samples.2 It is important, however, to understand
that certain assays are more sensitive to environmental condi-
tions and, in those cases, interlaboratory variability needs to
be carefully assessed, minimized, and controlled.3

The determination of the unbound concentration of drugs in
plasma, plasma protein binding (PPB), is an experiment that is
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highly sensitive to assay conditions and presents a serious chal-
lenge to bioanalytical laboratories.4 The measurement of PPB is
an important in vitro Absorption Distribution Metabolism and
Excretion (ADME) assay currently conducted at Merck in both
screening and definitive early development candidate selection
mode. The objective of the assay is to determine the extent
of binding a drug candidate exhibits to plasma constituents,
primarily plasma proteins.. Specifically, the unbound fraction
of a compound (fu, plasma) is calculated by taking the ratio of the
measured unbound drug concentration over the measured total
drug concentration, which may also be reported as a percentage.
According to the unbound drug hypothesis, pharmacological ac-
tivity is determined by the concentration of unbound drug at
the site of the therapeutic target.5 As a result, pharmacoki-
netic (PK) analyses, PK/pharmacodynamic (PK/PD) models,
human PK, and drug–drug interaction predictions generally
rely on unbound, rather than total drug concentration in their
calculations.6,7 As a compound may be differentiated and se-
lected for further development based on parameters calculated
using PPB data, it is therefore critical that the assay provides
the appropriate amount of rigor (accuracy, precision, and re-
producibility) so that valid data-driven decisions are made. Ex-
perimental variability (intraday and interday) should be deter-
mined and controlled, especially in the measurement of highly
bound drugs where uncertainty in fraction unbound is highly
sensitive to experimental error.8

Equilibrium dialysis is a traditional method with a history
of widespread use and is our current method for measuring
PPB in discovery and early development programs. The use of
a commercially available device in a 96-well format facilitates
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robotic automation and increases sample throughput.9 Because
of the widespread use of equilibrium dialysis, common pitfalls
and sources of assay variability are the subject of many papers
in the literature. Insufficient equilibration,9,10 volume shift,11,12

lack of pH control,13–16 and protein leakage17 are known to con-
tribute to assay variability and should be controlled during a
PPB experiment.

In this study, we report how Six Sigma Methodology18 was
used to identify, reduce, and control variability of the PPB assay.
Measurement systems analysis (MSA)19 and design of experi-
ment (DOE)20 methods provided a statically rigorous frame-
work for the evaluation of assay variability. MSA interrogates
the interday and laboratory ruggedness and repdocibility of the
assay, whereas DOE allows multiple factors, that is, sources of
variability to be simultaneously and efficiently evaluated. Re-
sults of the MSA revealed that small differences in the proce-
dures of different laboratories were contributing to interlabo-
ratory variability; in some cases, experimental protocols were
written with an acceptable range for a specific assay param-
eter instead of an absolute value. Results of the MSA, more
importantly, identified the major source of variability of the
assay. Lack of pH control was also identified as a source of
variability and was investigated by the simultaneous optimiza-
tion of three incubation parameters by DOE methodology. We
established systematic acceptance criteria and the use of in-
well controls to monitor assay performance to both increase
the data quality and reduce the need to repeat experimental
determinations.

EXPERIMENTAL

Chemicals and Reagents

Test compounds warfarin, clozapine, diltiazem, diclofenac, flu-
conazole, fluoxetine, and verapamil were obtained from Sigma–
Aldrich (Madison, Wisconsin). HPLC grade water and all an-
alytical organic solvents used were purchased from Fisher
(Fair Lawn, New Jersey). Control sodium ethylenediaminete-
traacetic acid human plasma was purchased from BioRecla-
mation Inc. (Hicksville, New York). Chemicals (Na2HPO4,
NaCl, and NaH2PO4·2H2O) used in buffer preparation were
purchased from Thermo Fisher (Fairlawn, New Jersey). Car-
bon dioxide gas used during incubations was from Airgas
(Meadville, Pennsylvania).

Buffer Preparation

Sodium phosphate (100 mM) and 150 mM NaCl buffer (phos-
phate buffer solution, PBS) were prepared by following method.
A basic solution was made by dissolving 14.2 g/L Na2HPO4 and
8.77 g/L NaCl in deionized water. An acidic solution was made
by dissolving 15.6 g/L NaH2PO4·2H2O and 8.77 g/L NaCl in
deionized water. The basic solution was then titrated with the
acidic solution to pH 7.40.

Instrumentation

A Hamilton Star Plus liquid handling robot was used to prepare
the plates for incubation, aliquotting of buffer and plasma sam-
ples after incubation, matrix matching of buffer and plasma,
and standard curve preparation. Mass spectrometric analysis
was performed on an Applied Biosystems Sciex API 4000 triple
quadrupole mass spectrometer (Toronto, Canada) equipped
with an ESI source. Analyst software (V. 1.5) was used for

data acquisition and peak integration. Ultra-performance liq-
uid chromatography (UPLC) was performed on a Thermo Fis-
cher Scientific (Chelmsford, MA) Transcend dual inlet upltra
pressure liquid chromatograph. Waters Acquity UPLCTM HSS
T3 (2.1 × 50 mm2, 1.8 :m) columns were obtained from Wa-
ters Corporation (Milford, Massachusetts). Deep 96-well collec-
tion plates were purchased from Analytical Sales and Services
(Pompton Plains, New Jersey). Plasma pH was measured with
a microcombination pH microelectrode (Microelectrode Inc.,
Bedford, New Hampshire). A Thermo Scientific CO2 incubator
with temperature control was utilized during equilibrium dial-
ysis Statistical analysis was conducted using Minitab version
16.2.1. MSA results were evaluated using gage reproducibility
and repeatability, analysis of variance (ANOVA), nonparamet-
ric Kruskal–Wallis, and Moods’ median tests as well as general
statistical tests. DOE methods utilized a two-level full facto-
rial design with three factors, eight runs, and singlet replicates
representing the mean of 10 measurements for each run. Main
effects including estimated coefficients and two- and three-
way interactions were analyzed. All derived terms were free of
aliasing.

Dialysis Method

Plasma-spiking solution was prepared by transferring 5 :L of
2 mM dimethyl sulfoxide solution to 995 :L of the plasma to
create an intermediate concentration of 10 :M. The intermedi-
ate solution was further diluted by taking 100 :L of the 10 :M
solution and adding it to 300 :L of plasma yielding a 2.5-:M
analyte concentration in plasma. Dialysis was performed us-
ing a reusable 96-well HT dialysis micro equilibrium device by
HT Dialysis LLC (Groton, Connecticut) and dialysis membrane
strips (molecular weight cutoff 12 – 14 kDa). Membrane strips
were hydrated by soaking in ethanolic PBS. The dialysis block
was prepared by adding 120 :L of the pH 7.4 100 mM PBS to
one side of the membrane. Next, 120 :L of the analyte-spiked
plasma was added to the other side of the dialysis membrane.
After aliquotting into the Teflon block, samples were incubated
at 37◦C in a humidified incubator for 4 h with 5% CO2. Follow-
ing a 4-h incubation period, a 50-:L aliquot was removed from
the plasma side of the equilibrium dialysis block and added
to a 96-well plate. To this sample was added 50 :L PBS and
200 :L of solution containing 200 nM diclofenac, 200 nM la-
betalol, and 100 nM imipramine in acetonitrile (acetonitrile
internal standard mix). Additionally, a 50-:L aliquot was re-
moved from each well of the buffer side of the equilibrium dialy-
sis block, and added to a 96-well plate. To this sample was added
50 :L plasma and 200 :L acetonitrile internal standard mix
solution.

Ultra-Performance Liquid Chromatography–Tandem Mass
Spectrometry

Ultra-performance liquid chromatography was performed on a
Waters Acquity UPLCTM HSS T3 (2.1 × 50 mm2, 1.8 :m) col-
umn. The samples were eluted from the column at 0.75 mL/min
with a stepwise procedure. Mobile phase A was water with
0.1% formic acid and mobile phase B was acetonitrile with 0.1%
formic acid. A gradient elution program was utilized where the
solvent composition was held at 5% B for 0.25 min and then
changed from 5% B to 95% B in 1.5 min. The mobile phase com-
position was then held at 95% B for an additional 0.4 min. The
column was re-equilibrated at the original solvent composition
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for 1 min. The total run time was 3.5 min. An Applied Biosys-
tems Sciex API 4000 triple quadrupole tandem mass spectrom-
eter equipped with an electrospray source was operated in the
positive ion mode using multiple reactions monitoring. The ion
spray voltage was set to 4.5 kV and the auxiliary gas temper-
ature was maintained at 500◦C. Nitrogen was used for GAS 1,
GAS 2, curtain, and collision gas. The mass resolution was set
to a peak width of 0.7 mass units at half-height for both Q1 and
Q3. The electron multiplier was set at 2000 V.

RESULTS AND DISCUSSION

Initial Control Assessment

To understand the inherent variability in the experiments be-
ing conducted at different laboratories, MSA methodology was
employed,19 whereby the existing variability of the scientists,
original assay conditions, and instruments utilized in the ex-
periment could be determined. MSA allows the establishment
and differentiation of variability arising from the measurement
system (liquid handling robotics, mass spectrometers, and equi-
librium dialysis devices) rather than the overall process vari-
ability. Warfarin and clozapine were chosen to be test com-
pounds in human plasma representing low unbound fraction
(warfarin) and moderate unbound fraction, pH sensitive (cloza-
pine) analytes.16,21 The same scientist conducted the experi-
ment on 3 separate days using the same instrument at each
site for two Merck laboratories. Because of serious concerns
about the effect of well location within the HT Dialysis device
because of potential location-based leaks or tears, variability
was assessed across the entire 96-well device for each analyte.
In total, 576 measurements were obtained for each compound.
This experiment is conducted early in the drug discovery pro-
cess as a screening exercise. To that end, the incubation condi-
tions were set at 4 h. Although some compounds may require
additional time to equilibrate, if a compound progressed into
early development, this screening PPB experiment will be re-
peated with more rigorous experimental design and conduct,
including assessment of the time required to reach equilibrium.
The 4-h incubation time also offers the advantage of preventing
volume shift because of water evaporation from the dialysis de-
vice, as recommended by the manufacturer. The equilibration
time of warfarin and clozapine was assessed by conducting in-
cubations at 2, 4, and 6 h. No significant difference in fraction
unbound was observed at 6 versus 4 h. It should be noted that
this may not be true for other analytes and may be a source of
variability.

The results of the MSA experiments are summarized in
Figure 1. For the clozapine data shown in Figure 1a, the median
unbound fraction obtained was 0.1274 with 95% confidence in-
terval (CI) of the median ranging from .0.1137 to 0.1184. The
median warfarin unbound fraction was 0.01307 with 95% CI of
the median ranging from 0.01062 to 0.01133. The warfarin re-
sults were comparable to previous literature reports for human
PPB, whereas the clozapine was somewhat higher than the re-
ported fu = 0.05 value.22 The two Merck sites utilized different
incubation conditions that would ultimately generate different
pH environments, under which clozapine has been shown to
generate variable fu results.14

Figure 2 shows the boxplot distribution over 3 separate days
and two sites for clozapine (Fig. 2a) and warfarin (Fig. 2b).
Ninety-six measurements were obtained on each day, using dif-

Figure 1. Graphical summaries of human PPB clozapine (a) and war-
farin (b) data. Each graph represents 288 individual unbound fraction
measurements.

ferent devices each day. The clozapine dataset represented rea-
sonable reproducibility and repeatability across days and sites,
although the occasional spurious value at 0.4–0.6 unbound frac-
tion was observed. In contrast, significantly more outliers were
observed across both sites and days for warfarin. In addition,
outliers observed for warfarin significantly impacted the mean
value determined per day, which was deemed unacceptable.

Once the baseline variability was established, the next step
consisted of analyzing the warfarin and clozapine data in great
detail to determine the sources of variability. In addition to
well location, several other parameters were investigated in-
cluding analyte peak area, internal standard peak area, and
plasma and buffer drug concentration determinations. For the
1152 measurements for clozapine and warfarin, 60 outlier val-
ues were observed (∼5% error rate). Results of this analysis are
shown in Table 1. Almost half of the outliers were derived from
unusually high drug concentrations in the buffer. Unusually
high drug concentration was defined as values more than three
standard deviations greater than the overall mean value. Other
lower frequency errors included unusually high or low drug
concentrations in plasma and no observed plasma or buffer
concentrations. In addition, four errors were categorized as no
internal standard response, likely because of an error either
during sample preparation or LC–MS analysis. Ultimately, the
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Figure 2. Measurement systems analysis reproducibility and re-
peatability comparison across sites and days for (a) clozapine and
(b) warfarin human PPB.

Table 1. Measurement Systems Analysis Error Types

Error Type Total Errors (%)
Number of

Observations

High buffer concentration 56.6 34
High plasma concentration 5.0 3
Low plasma concentration 26.6 16
No plasma or buffer

concentrations
5.0 3

No internal standard 6.7 4
Total 60 errors/1152

incubations

outlier drug concentrations in buffer data were attributed to
physical damage to the dialysis membrane from leaks or phys-
ical deformation over the course of the experiment. This was
determined by photographing the equilibrium dialysis appara-
tus after incubation and tracing back the unusually high buffer
concentration measurements to the well location. Inspection of
the apparatus photographs revealed a torn, bent, or crimped
membrane in that specific well. This physical damage may be
caused by contact from the pipette tips with the membrane.
Of the 60 outliers examined, no correlation was observed for

Table 2. pH Design of Experiments (n = 12)

Run Order Cover CO2 (%)
Buffer

Concentration Buffer pH Plasma pH

1 Y 10 100 7.5 7.5
2 N 10 100 7.2 7.2
3 Y 10 10 7.9 7.8
4 N 10 10 7.4 7.2
5 N 5 10 7.8 7.7
6 N 5 100 7.6 7.6
7 Y 5 100 7.6 7.6
8 Y 5 10 7.9 7.8

Figure 3. Variable interaction plots for buffer pH.

any of the outliers with respect to well position in the 96-well
plate.

pH Design of Experiments

In addition to general concerns surrounding the instrumen-
tal capabilities of the automation and mass spectrometer, an-
other hypothesized contributor to variability was improper pH
control during the experiment. The most prevalent variables
that could potentially impact pH were discussed and priori-
tized to focus on the percentage of carbon dioxide utilized dur-
ing incubation, the buffer strength utilized during dialysis, and
whether or not the equilibrium dialysis device was covered or
uncovered during incubation. These three variables to optimize
pH were simultaneously interrogated using design of Experi-
ments (DOE) methodology.20–23

A simple screening DOE paradigm was utilized, with low
and high values for each variable consisting of 10 or 100 mM
PBS, 5% or 10% CO2 and covered or uncovered devices. In total,
pH determinations were conducted for eight different combina-
tions of the three variables. Twelve replicate measurements of
pH were obtained for both human plasma and buffer for each
combination of variables after 4 h incubation. The DOE condi-
tions and resultant pH are shown in Table 2. In general, the
standard deviation of the pH measurements was 0.1 pH unit.
The most significant factor that impacted the experimental pH
was device covering. Figure 3 shows the summary interaction
plot for buffer strength, CO2 percentage, and covering for buffer
samples. Similar results were obtained for plasma pH deter-
minations (results not shown). Within each quadrant, parallel
lines such as those observed for buffer concentration verses CO2

percentage indicate no major interaction that impacts pH. In
contrast, a significant interaction was observed between CO2
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percentage and covering. This was not surprising, considering
that covering the device will prevent the CO2 from lowering the
pH of the plasma and buffer within the device. The identifica-
tion of the interaction between CO2 percentage and covering
the device also verified the utility of the DOE analysis. Ulti-
mately, the conditions that yielded pH closest to physiological
conditions were determined to be 5% CO2 with no device cover-
ing and 100 mM buffer concentration. Under these conditions,
the pH was best maintained for the time period necessary for
the automation to pipette samples out of the equilibrium dial-
ysis device. Although the pH of the plasma and buffer samples
was slightly higher than physiological (7.6 vs. the desired 7.4),
maintaining the pH under ambient conditions was significantly
easier than with the conditions of 10% CO2, 10 mM buffer, and
no covering, which drifted to pH 7.0 in the 30-min necessary for
sample pipetting. In addition, these conditions are consistent
with those previously reported in the literature,14 albeit for 6 h
incubation times.

Variability Assessment and Error Proofing

Once the major sources of error from the MSA data and the
experimental conditions to best control pH had been identified,
the experimental protocol was revised to generate higher qual-
ity data. Considering that the most significant source of error
was anomalously high drug concentrations in buffer resulting
from sample liquid transfer problems or membrane failure, the
relatively low frequency of this error is best monitored by the
use of an experimental control in each well of the device, com-
bined with the analyte for each measurement. Warfarin was
chosen as the in-well control because of its extensive characteri-
zation. Although warfarin binds extensively to plasma proteins,
its relatively low concentration relative to the approximately
500 mM HSA concentration obviated any concerns about com-
petitive binding with the analyte of interest. The significant
impact of outliers on the observed value for warfarin also sup-
ports its choice as an in-well control. In addition to instituting
the warfarin in-well control, the number of replicates for each
analyte was increased from three to six to provide the ability to
accept or reject individual analyte values and still report data.

Considerable debate has occurred within the drug
metabolism and pharmacokinetics community regarding the
definition of acceptable variability in PPB measurements. Al-
though the stage of discovery or development obviously im-
pacts this, generally the most popular and mathematically rig-
orous proposed range is twofold values, although this is not
universally deemed appropriate. However, twofold variability
for highly bound values (<0.001 unbound fraction) is generally
viewed as unacceptable. For example, if a compound was ob-
served to have values ranging from 0 (not detectable) to 0.002
fraction unbound, this amount of variability would be deemed
unacceptable and the experiment repeated. Another confound-
ing consideration is the context in which PPB is leveraged,
whether for calculation or prediction. Critical decisions such
as calculation of human safety margins from preclinical data
clearly require higher confidence in the absolute data values as
well as accuracy and precision.

An internal assessment of model compounds in the low, mod-
erate, and highly bound compounds (results not shown) led to
the proposal to assess individual PPB values against the range
of values obtained for six replicates. Figure 4 shows a plot of
the acceptance limits set by observed mean unbound fraction.

Figure 4. Acceptance criteria: allowed variation as a function of un-
bound fraction in plasma.

Table 3. Protein-Binding Acceptance Criteria

Mean Unbound Fraction Mean Unbound (%)
Acceptable Range

of Replicates

<0.001 0–0.5 0.0030
0.05 5 0.0320
0.15 15 0.1003
0.35 35 0.3000
0.60 60 0.8000

For compounds with unbound fraction of 0.6–1, the acceptable
range for the maximum to minimum values is 0.8. For exam-
ple, for a dataset consisting of 0, 0.2, 0.4, 0.45, 0.50, and 0.80
unbound fraction, all values would be deemed acceptable and
a mean value of 0.39 would be reported. As the unbound frac-
tion decreases, the acceptance limits decrease in a curvilinear
fashion. This curve is defined by a set criteria at the middle
and upper points for binding. At very low free fraction values
(<0.001), the acceptable range is 0.003. At 0.35 unbound frac-
tion, the acceptable range of values is 0.30. A general hyperbolic
line described by y = B+(A/x) through these points above gives
values of A = 55.16 and B = −54.86. Thus, more rigorous ac-
ceptance criteria have been established for lower free fraction
compounds. Table 3 shows representative acceptance criteria.

For each experiment conducted, both the analyte and the
warfarin data are evaluated. A minimum of four reportable val-
ues are required for results reporting for a valid result. If fewer
than four values are satisfactory, then the experiment for the
compound fails. If individual wells fail for the warfarin control,
then those wells also fail for the compound. Additional data
quality assessments are conducted and include assessment of
matrix ion suppression, chromatographic retention, and mass
spectrometric response.

The dotted line in Figure 4 shows the theoretical acceptance
criteria range using the “twofold rule.” The calculated maxi-
mum acceptable range is reached at an unbound fraction of 0.5,
as the hypothetical free fraction cannot exceed 1.00. At across
the entire range of free fraction values, the Merck acceptance
criteria offer a more stringent threshold than the twofold rule
of thumb.

Control Data and Assay Performance Assessment

After standardization of assay conditions and institution of the
previously described acceptance criteria, the performance of
the assay was monitored for several months. Figure 5 shows the
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Figure 5. Day-to-day variability of warfarin in-well control for rat
plasma determinations. Individual datapoints represent daily mean
value. The center line represents the grand mean. Daily confidence
limits are plotted against the grand mean. UCL, upper confidence limit;
LCL, lower confidence limit.

Figure 6. Grand mean values for rat warfarin PPB for two Merck
sites. Error bars represent overall standard deviations. For site 1, n =
5983. For site 2, n = 250.

control chart for 16 different batch runs at two Merck sites. The
mean unbound fraction for warfarin rat plasma, the most fre-
quently requested species, was unbound fraction of 0.01. Hori-
zontal bars on each batch date represented the standard devi-
ation of the assay on that day against the overall grand mean
unbound fraction. Each mean value was derived from at least
100 data points for that batch, with over 6000 measurements
in total. Although the experiment was not in control from a
statistical perspective, against the acceptance criteria for fu =
0.01 of ±0.005 range, all data were within specification.

The overall warfarin data for the standardized assay, includ-
ing 95% CIs, are shown in Figure 6 for each site. In contrast
with the original results of the MSA assessment, data consis-
tency across and within sites was extremely high. The effect of
well position on variability was again assessed, with the errors
from the 16 batch runs plotted by well position in the 96-well
plate. Figure 7 shows a plot of error rate (z-axis) against row
and column positions within the 96-well plate. No specific well
had an incidence rate greater than 15% of the total number of
errors. In addition, edge effects because of exterior rows and
columns were not observed.

The performance of the standardized method was evalu-
ated against the predefined acceptance criteria experiment con-
ducted for six commercial compounds including warfarin and
clozapine on 3 separate days for each site (n = 6 replicates with

Figure 7. Rejection rate for warfarin in-well control as a function of
position within 96-well plate.

warfarin in-well control). Results are shown in Table 4. Day-
to-day reproducibility was acceptable for mean values from a
given site, and the overall mean for each site was within the
acceptable range. In addition, the majority of observed experi-
mental values were within the acceptance criteria of literature
values, with the exception of one value for verapamil and two
values for diltiazem.

The failure rate as pertains to data reporting capability was
also assessed across several experimental batches from day-to-
day for more than 20 experiments. The proportion of compounds
for which data could not be reported ranged from 0% to 13% (p
= 0–0.13). The root cause of the anomalously high failure rate
of 13% was subsequently corrected. In general, the failure rate
was a mean of 8% not reportable, which was well within the de-
sired range. The greater stringency provided by the established
criteria was routinely met, generating greater confidence in the
data generated, and improving overall data quality.

The standardized assay offers a number of advantages over
the previous protocols including requiring no additional time
to conduct the experiment. Changing the number of replicates
from three to six has decreased the overall capacity by half,
and some incremental costs including reagents, particularly
plasma, have increased.

CONCLUSIONS

Critical examination of the sources of variability for the mea-
surement of PPB using a 96-well equilibrium dialysis device
have been rigorously evaluated using statistical methods in-
cluding MSA and DOE. As a result of this analysis, important
experimental conditions have been standardized and imple-
mented. The most significant contributor to variability in PPB
determinations was loss of physical integrity of the equilibrium
dialysis membrane, most likely because of errors during pipet-
ting. This may be because of nicks or tears from pipette tips,
improper device assembly, or leakage during the incubation.
The use of an in-well control provides a quick disaster check,
allowing data-driven outlier rejection and consequently more
rigorous results generation.
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Table 4. Comparison of Reproducibility and Repeatability Across Two Merck Sites for Six Test Compounds (n = 4–6 for Each Measurement)

Analyte Site 1 Site 2 Literature fu
14,24 Acceptable Range

Clozapine 0.0920 ± 0.0111 0.1034 ± 0.0070 0.101 0.0557–0.1443
0.0788 ± 0.0076 0.1231 ± 0.0085
0.1121 ± 0.0122 0.1301 ± 0.0093

Diltiazem 0.4327 ± 0.0517 0.5065 ± 0.0268 0.35 0.20–0.50
0.3644 ± 0.0363 0.5401 ± 0.0127
0.4222 ± 0.0474 0.5720 ± 0.0206

Fluconazole 0.8098 ± 0.1023 0.7949 ± 0.0363 0.89 0.49–1.0
0.7922 ± 0.0326 0.8078 ± 0.0213
0.7830 ± 0.0415 0.8372 ± 0.0313

Fluoxetine 0.0601 ± 0.0104 0.0656 ± 0.0070 0.06 0.044–0.076
0.0253 ± 0.0043 0.0816 ± 0.0117
0.0519 ± 0.0110 0.0728 ± 0.0039

Verapamil 0.1732 ± 0.0199 0.2473 ± 0.0067 0.16 0.052–0.278
0.1518 ± 0.0299 0.2869 ± 0.0063
0.2118 ± 0.0164 0.2642 ± 0.0040

Warfarin 0.0109 ± 0.0020 0.0129 ± 0.0008 0.01 0.007–0.013
0.0138 ± 0.0018 0.0147 ± 0.0012
0.0106 ± 0.0018 0.0138 ± 0.0007

Objective mathematical data acceptance criteria have been
set for both the in-well control and the range of analyte variabil-
ity, with a sliding scale tied to analyte-binding characteristics.
Another key change has been to increase the number of repli-
cates per experiment from three to six, which enables outliers
to be rejected but data still reported without repeating the as-
say. The resulting assay rapidly generates high-quality data
with a very low-failure rate.
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